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Abstract

This paper describes educational material available from a
graduate course on single-agent search. The material cur-
rently includes 25 interactive demos that illustrate different
algorithms and concepts in heuristic search. Coupled with
each demo is material from one or more recorded lectures that
relate to the work shown in the demo. Together these can be
used as a reference or for teaching many foundational topics
in single-agent heuristic search.

A Course in Single-Agent Heuristic Search
This abstract describes material from a course in Single-
Agent Heuristic Search which is available from http://www.
movingai.com/SAS/. We cover the motivation and history
the material, the broad topics covered, and how we have used
them when teaching our own classes.

History
We have always valued the use of visual materials when do-
ing research and teaching courses. For our graduate classes,
this began with exporting static videos from research visual-
izations. These videos showed algorithms like A*, and also
demonstrated different tie-breaking rules and the impact of
different heuristics. However, these videos are static, and
thus are not as effective for learning as it would be to in-
teract with the underlying simulation.

So, in 2014 we began building demos explicitly for use
in a general AI class, an effort that was expanded to include
the majority of a graduate heuristic search course in 2016.
When grading our final exam that year, we discovered that
students did very well on all questions that came from mate-
rial with demos, and did very poorly on the few topics which
weren’t covered by online demos. This motivated further de-
velopment of the material for future offerings of the course.

At that point we could use these demos in our class while
interacting with students, but they still weren’t available for
students to explore themselves. However, in 2018 we in-
tegrated the emscripten compiler to build these demos
(written in C++) into javascript so they could run on the web.
Since then we have been expanding and polishing the demos
each time our graduate course is taught.
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Finally, with the COVID pandemic, we were forced to
teach our 2021 graduate course online. We then decided
to record all of our lectures, making 48 videos of varying
length available both on YouTube and alongside many of
the demos. These demos and videos were used as part of a
flipped classroom (Tucker 2012) for our course.

Material
As of now, we have built 25 interactive demos for teaching
concepts in Single-Agent Heuristic Search. The main demo
visualization for one such demo can be seen in Figure 1.
Overall, these demos fall into several categories. The first is
sample domains, where we currently have the pancake puz-
zle and the sliding-tile puzzle implemented. These domains
are useful for exploring the difficulty of finding optimal so-
lutions on combinatorial puzzles.

The next set of demos are on foundational algorithms
in heuristic search such as Dijkstra’s Algorithm (Dijkstra
et al. 1959), A* (Hart, Nilsson, and Raphael 1968), DFID
and IDA* (Korf 1985), and Weighted A* (Pohl 1970). The
IDA* demo visualizes the entire 3x2 sliding tile puzzle and
clearly shows the behavior of the algorithm on the search
tree, including the impact of transpositions. The A* demos
are available on both grid maps and general graphs, and can
be used to analyze behavior step-by-step.

A third set of demos focus on the heuristics and con-
straints which can be used to improve search. Heuristics in-
cluding pattern databases (Culberson and Schaeffer 1996;
Felner et al. 2007) for exponential domains, and various
embeddings such as differential heuristics (Felner, Sturte-
vant, and Schaeffer 2009) and FastMap (Cohen et al. 2018).
Constraints include methods like reach (Goldberg, Kaplan,
and Werneck 2006), bounding boxes (Rabin and Sturtevant

h

g

Figure 1: Sample visualization of Weighted A* using a
piecewise priority function (Chen and Sturtevant 2021).



2016; Hu et al. 2021), or the canonical orderings used in JPS
(Harabor and Grastien 2011; Sturtevant and Rabin 2016)

A final set of demos arise from our research; these de-
mos were often built as part of our research papers and then
adapted into demos for use in our course or in poster pre-
sentations. This includes numerous demos on the theory and
practice of bidirectional search (Chen et al. 2017; Eckerle
et al. 2017; Sturtevant and Felner 2018), recent variants of
Weighted A* (Chen and Sturtevant 2021), new algorithms
like IBEX (Helmert et al. 2019), and work on abstraction
and refinement that we’ve implemented for the games in-
dustry (Sturtevant 2007; Sturtevant et al. 2019)

Use in a Flipped Classroom
We have most recently used this material as part of a flipped
classroom, where students watch course videos before com-
ing to class, and then interact with the material during lec-
ture. Each lecture is paired with one or more tasks that stu-
dents must complete or questions for them to explore during
class time, which we can then discuss. These are tasks like
“create a graph where a node is generated with a higher g-
cost before it is expanded with a lower g-cost” that require a
deeper understanding of algorithmic behavior. The depth of
the questions we can ask vary based on each demo, but we
find that these interactions bring a deeper understanding of
the material than what is gained from just lectures.

Conclusions
This paper describes the single-agent heuristic search demos
available from our web site. These videos and demos are
free to use. We hope this paper will raise awareness of this
resource so many more can benefit from our efforts.
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